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Introduction

This publication forms part of the IESBA’s Technology Working Group’s Phase 2 Report, which 

documents the impacts of disruptive and transformative technologies on the work of professional 

accountants, and provides extensive analysis and insights into the ethics dimension of those 

developments. 

Specifically, this publication surveys the technology landscape in relation to Artificial Intelligence 

and summarizes the outcomes of the Working Group’s fact-finding into the trends, opportunities, 

and impact/ risks related to ethics implications of such technologies. 

The Working Group comprises Brian Friedrich, IESBA Member and Chair of the Working Group; 

Vania Borgerth, IESBA Member; David Clark, IESBA Technical Advisor; Christelle Martin, IESBA 

Member; and Sundeep Takwani, former IESBA Technical Advisor. 

The full Phase 2 Report also discusses the relevance and importance of the overarching principles 

and specific provisions in the International Code of Ethics for Professional Accountants (including 

International Independence Standards) (the Code) in laying out the ethics guardrails for professional  

accountants as they face opportunities and challenges in their work as a result of rapid digitalization.

Technology Landscape 

This section covers the trends, opportunities, and impact/risks of the following technologies and related issues: Robotic Process 

Automation (RPA), AI, blockchain, cloud computing, and data governance, including cybersecurity. Key ethics-related concerns 

arising from these technologies and issues are covered in the subsequent subsection entitled C: Potential Ethics Impact on the 

Behavior of PAs. The Working Group notes that most of the ethics-related impact/risks and key concerns are addressed by 

provisions in the extant Code and proposals in the Technology ED. Those that the Working Group believes can benefit from further 

guidance are outlined in Section III: Insights and Recommendations.

Stakeholders report that the most common emerging technologies and technology-related issues currently impacting business 

processes are RPA, AI (including intelligent process automation (IPA)),1 cybersecurity (including data privacy), and blockchain. It 

was consistently reported, however, that the uptake by organizations of AI and blockchain-related technologies is slower than 

expected and slower relative to the publicity these technologies receive. Based on stakeholder and TEG commentary, as well as 
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desk research, it appears that most organizations are finding these technologies challenging to effectively implement as a result of 

process fragmentation, resources being allocated to other priorities, difficulties in establishing business cases (for example, a lack of 

understanding of the return on investment (ROI) arising from the technology or a belief that the ROI is too slow), and the general 

lack of maturity, and accordingly lack of understanding, of the technologies.

Nevertheless, accelerated implementation of transformative technologies has been observed – particularly in the past couple of 

years – often connected with mitigating business issues related to the COVID-19 pandemic, such as RPA, cloud computing, tools to 

support remote working and access, and addressing cybersecurity concerns.

Artificial Intelligence

Trends

1.	 AI combines computer science and robust datasets to enable problem-solving and decision-making capabilities that mimic 

human intelligence. Today’s AI is considered relatively “narrow” or “weak AI,” where machines focus on performing specific 

tasks. Such AI-enabled applications are comparatively commonplace. Examples include digital assistants, natural language 

question-answering systems, medical imaging analysis tools, statistical and predictive tools, text generating language models, 

and early-stage autonomous vehicles. AI engineers and scientists are striving for “general AI” or “strong AI,” where AI 

systems are envisioned to have cognitive abilities similar to a human. Whereas these AI systems are still theoretical with no 

practical examples in use today, AI researchers continue to explore their development.2

2.	 As AI systems continue to grow in sophistication and complexity, there is a significant risk that they will become less 

explainable as to how such systems evaluate data and reach outcomes or decisions becomes more opaque.3 PwC, amongst 

many other organizations, observes in a whitepaper on the topic:

The central challenge is that many of the AI applications using [machine learning] operate within black boxes, 

offering little if any discernible insight into how they reach their outcomes. For relatively benign, high volume, 

decision making applications such as an online retail recommender system, an opaque, yet accurate algorithm 

is the commercially optimal approach. [...] the use of AI for ‘big ticket’ risk decisions in the finance sector, 

diagnostic decisions in healthcare and safety critical systems in autonomous vehicles have brought this issue 

[knowing if it’s an error or a reasonable decision] into sharp relief. With so much at stake, decision [m]aking  

AI needs to be able to explain itself.4

Therefore, as the whitepaper notes, the more critical a function an AI system performs, the more interpretability (through a 

combination of transparency and explainability)5 is required.

Opportunities 

3.	 AI provides opportunities for PAs to leverage their organizational data, by uncovering new relationships through analyzing 

such data, and increasing efficiencies. For example, data analytics AI software can augment understanding of data 

relationships and fuel predictive models for financial processes, such as forecasting sales and informing more accurate 

demand planning (e.g., expected credit loss forecasting in banking and finance). In addition, intelligent drones can be used for 

inventory and infrastructure management, etc. 

4.	 Specific to audit firms, and in particular larger firms, it is observed that some examples of AI used to enable efficiencies 

include:6

•	 Using AI to analyze data from non-traditional sources, such as social media, emails, phone calls, public statements from 

management, etc., to identify potential risks relevant to client acceptance and continuance assessments.
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•	 Using natural language processing and machine learning to analyze both structured and unstructured information, such as 

global regulatory notices, industry reports, regulatory penalties, news, public forums, etc., to detect relevant audit risks and 

for fraud detection.

•	 AI tools, benefiting from increases in the quality and quantity of available “training” data (i.e., data that the system uses to 

learn), applied to data sets to algorithmically identify outliers and anomalous data and to perform predictive analytics for 

use in areas such as testing large transaction populations, auditing accounting estimates, and going concern assessments.

•	 Document processing, review, and analysis using optical character recognition to identify and extract key details from 

contracts (e.g., leases) and other documents (e.g., invoices).

•	 Inventory and physical asset verification procedures through the use of intelligent drones with computer vision (image 

recognition), particularly for larger capital assets, such as trucks, utility infrastructure, or the inspection of large-scale 

business sites, such as tree farms.

•	 AI technologies to support auditors’ work on financial statement disclosures, enabling easier identification of missing 

disclosure requirements and non-compliance.

5.	 In general, AI models need data to train on, and training on actual client and customer data is the most effective and efficient 

way of doing this. As a result, it is becoming more common for firms and companies to want to use such “real” data to train 

their AI models to enhance audit quality or business insights. This is seen by firm stakeholders to be akin to PAs of the past 

taking the “lessons learned” from prior engagements or projects and applying them to their next project or task, except that 

now the “lessons learned” are applied by the AI model instead. It was noted that along with the benefits of improving the 

quality of the AI model’s outputs, using such “real” training data comes with risks to cybersecurity, confidentiality and privacy, 

as well as potential threats to independence. See discussion on Focus on Data Governance.  

6.	 AI systems and AI-based applications are also becoming increasingly important as tools to monitor other technology 

systems, including other AI systems, because more traditional monitoring methods are unable to maintain the frequency and 

volume of evaluation needed. Examples include the need for continuous monitoring in some cybersecurity environments to 

mitigate threats from sophisticated actors, as well as helping to validate AI models in search of bias or other vulnerabilities as 

organizations strive for ethical AI.7 

Impact/Risks

7.	 There is often an assumption that AI technology is neutral, but the reality 

is far from it.8 AI algorithms are created by humans, and humans have 

inherent and unconscious biases.9 Therefore, AI is never fully objective and 

instead reflects the world view of those who built the systems and the 

data ingested and processed by such systems.10 Stakeholders observed that 

inherent bias in data is the biggest issue with AI, and that such bias might 

not be fully mitigated in the programming, and attempts to correct bias 

might actually introduce new bias.

8.	 Bias can creep into algorithms in several ways. AI systems learn to make 

decisions based on both training data and testing data,11 which can include 

biased human decisions or reflect historical or social inequities, even if 

sensitive variables such as gender, race, and sexual orientation have been 

removed. Data sampling is also a source of bias, in which groups are over- 

or under-represented in the data set.12 Stakeholders commented that PAs 

need to be aware of the extent to which bias is impacting the outputs 

of technology, and to ensure that they have the appropriate mindset, 

competence, and tools to do this.

https://www.ethicsboard.org/focus-areas/technology-phase-2-report-technology-landscape
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9.	 Understanding the technology and having regard to the purpose for which it is to be used are also key to assessing 

whether the output of technology is reasonable. In this regard, stakeholders also highlighted that PAs need to be aware 

that the approach to AI learning might also affect its risk profile for producing accurate and reliable outputs.13 Furthermore, 

understanding how data was made available for training and testing the AI system – and how confidentiality, including data 

privacy, has been considered and maintained – is also important.

10.	 This illustrates the importance of building ethical AI, in respect of which there are many parallel initiatives around the world 

(around 200 sets of AI ethics guidelines have been developed by various governments, multilateral organizations, non-

governmental organizations, and corporations).14 Importantly, in November 2021, UNESCO’s General Conference of 193 

member states adopted the Recommendation on the Ethics of AI, which is the first truly global standard-setting instrument on 

AI ethics.15

11.	 Stakeholders observed that building or ensuring ethical AI systems includes 

understanding the data going into the model, how the model operates, and 

the potential unintended consequences of operating the model. PAs cannot 

be expected to be the “expert” in technology and fully understand what is 

“under the hood,” but in order to rely on a system, PAs must be comfortable 

that the output from the technology is reasonable. Given the challenges of 

some AI systems lacking transparency and explainability, this might not always 

be possible. In many cases, however, the PA’s reliance on the system can be 

enhanced through gaining an understanding of the controls around the inputs 

to the system (i.e., quality of the data, including being proactive to understand 

the inherent biases within the dataset); the system, application, and other 

general IT controls, such as monitoring the operation of the system or making 

changes; as well as controls over the analysis of the output. This means that 

although the PA might not understand the “black box,” they can at least be 

comfortable with the inputs and the control structure monitoring the system 

and its output in order to reasonably rely on the technology. It is also imperative 

that for systems supporting decisions with significant consequences, the PA has 

access to one or more experts who can answer both “how does the system 

work?” and “why did the system do what it did?”.16

12.	 In addition, stakeholders commented that having the ability and competence to ask the “right” questions so that appropriate 

and fit-for-purpose AI is procured or developed is important. This can be achieved by the PA keeping current and educating 

themselves on relevant practical guidance and “best practices” specific to their role. Examples include the World Economic 

Forum’s “toolkits” for C-suite executives17 and Board of Directors.18 

13.	 Stakeholders stress that building or ensuring ethical AI systems also involves utilizing a “human in the loop” approach to 

ensure human expert oversight of, and accountability for, the system. For example, the volume of data inputs and inherent 

complexity that drive machine learning can create a scenario where the system lacks transparency and explainability, and the 

impact of bias potentially also goes undetected. Regular monitoring and feedback of any developments or changes in the 

AI outputs and consulting with experts might help the PA assess the ongoing reasonableness of such outputs. In this regard, 

the Working Group notes that the Code’s requirement for a PA to have an inquiring mind when applying the conceptual 

framework will help a PA challenge the system to test how it responds across a wide range of stimuli, notwithstanding any 

conditions, policies and procedures that might be established by the employing organization or firm to address the system’s 

accountability. 
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14.	 Ensuring an ethical organizational culture is also core to fostering a safe environment for data scientists and others to escalate 

concerns over any bias or discrimination identified in AI systems or data without the fear of retaliation. For example, the 

former co-lead of Google’s Ethical AI team has alleged that she was fired over a dispute in relation to a research paper she co-

authored opining that technology companies could do more to stop AI systems designed to mimic human writing and speech 

from exacerbating historical gender biases and using offensive language.19 The Working Group notes that PAs are expected to 

encourage and promote an ethics-based culture within their organizations, taking into account their position and seniority in 

the organization. This role is key and becoming even more important in the face of transformational technology. 

15.	 Against this backdrop, the importance of regulating AI systems is also being increasingly recognized by governments 

around the world.20 For example, the European Commission has proposed a risk-based approach to regulating AI systems, 

whereby such systems are rated on a scale ranging from “minimal or no risk” to “unacceptable risk.”21 Under this approach, 

AI systems providing social scoring of humans are classified as being of unacceptable risk and are prohibited, whereas AI 

enabling recruitment and medical services are of high risk and are only permitted subject to compliance with certain additional 

requirements.   
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